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Abstract

The semantic web adds a machine-understandable layer of meta-data to complement the existing web of natural language hypertext. The purpose of semantic annotation is to realize this vision. Semantic annotation specifies web content through ontologies, which are based on semantic categories and semantic relationships among categories. This background study explains what semantic annotation is and surveys the main approaches to existing semantic annotation research and surrounding related research, which includes research on the semantic web, information extraction, ontology creation, conceptual modeling and modeling languages, description logics, and web services. This study both summarizes the current status of semantic annotation research and considers future challenges of this field. 
1. Introduction
Although researchers have developed many standards, e.g. RDF/XML, to represent semantic information on the web, an enormous amount of data is still encoded in traditional HTML documents. HTML documents are designed for human inspection rather than machine processing. With the increasing size of the internet, enabling machines to “understand” the semantic meaning of the web data is becoming an important research issue. Semantic annotation of existing web pages is one promising way to solve this problem.  This research area background study surveys this new research area and considers some future challenges.  This study is organized as follows. Section 2 presents a brief historical review of semantic annotation.  Section 3 discusses the current status of semantic annotation studies.  As we will see, the study of semantic annotation for the web is strongly tied with many other research fields.  Section 4 lists these other fields of study and explains how each field relates to semantic annotation for the web. Section 5 concludes the background study by briefly discussing potential challenges in this research field.
2. History of Annotation for the Semantic Web
We do not know when people started to annotate text.  But whenever people started to abstract world facts, they were doing semantic annotation over the world’s instances.  One milestone in semantic annotation history is the invention of ontologies. In about the year 350 BC, the great Greek philosopher Aristotle described ontology as “the science of being qua being” [A350BC].  The word “qua” means “with regard to the aspect of.”  The purpose of ontologies is to carefully categorize and relate all things in the world.  Based on agreed-upon information in ontologies, people can annotate all facts in the world in an unambiguous way.  In this sense, for many years, we may say that the history of semantic annotation was the history of ontologies.

In July of 1945, Vannevar Bush published a paper called “As We May Think” in The Atlantic Monthly [Bus45]. This paper has been referred to as the first dream of web annotation systems. In his paper, Bush laid out a design for an interactive information sharing device that, at the time, was little more than a dream. Through Bush's dream device, people could both acquire information and contribute their own ideas to the community. “Man profits by his inheritance of acquired knowledge,” stated Bush. In the last couple of decades, the first half of the dream has come to be realized in the form of the World Wide Web. But current techniques still do not allow the viewer of a web page to take notes on the page for later use or exchange their ideas among fellow readers.  To realize the second half of Bush's dream is the task for web annotation systems.

Before the year 1999, when Tim Berners-Lee proposed the idea of the semantic web [Ber99], web annotation studies focused on developing better user-friendly interfaces and improving storage structures and sharability of annotations. There were several representative web annotation systems at the time.  [HLO99] is a highly cited survey that discusses these studies, including ComMentor, AnnotatorTM, Third Voice, CritLink, CoNote, and Futplex.  These systems allowed users to add annotations at arbitrary places in a document.  Users could also either specify their annotations as inline (highlighted) text or as a separate document. These systems, however, did not define ontologies to formalize annotations.  Therefore, they were designed for human readers instead of machine interpreters.
While some researchers focused on user annotation interfaces and human-machine interaction studies, some others started to consider inserting semantic labels into text to help both humans and machines understand the text.  Since the web is relatively new, it is not surprising that people have not had much experience in creating semantically interlinked metadata for web pages.  As [SMH01] mentioned: “It is not clear how human annotators perform overall and, hence, it is unclear what can be assumed as a baseline for the machine agent.”  Probably the closest human experience is document indexing in library science and writing clues for encyclopedias.  Although we may say that semantic annotation work is one of the oldest human endeavors, it is indeed a new challenge for the new web.

Fortunately, people have seen this challenge and have started to face it.  One of the first efforts is the creation of the Dublin Core Metadata standard
. During the years 1994 and 1995, some researchers at NCSA (National Center for Supercomputing Applications) and OCLC (Online Computer Library Center) discussed how a core set of semantics for web-based resources would be extremely useful for categorizing the web for easier search and retrieval.  In Dublin, Ohio, March 1995, they worked out an agreement about the so-called Dublin Core Metadata Element Set, which is named by the location of the workshop.  This is a significant effort showing that humans want to have a universal metadata standard to specify web documents.

Another attempt to do semantic knowledge abstraction is superimposed information, which is defined as data “placed over” existing information sources to help organize, access, connect, and reuse information elements in those sources [DMB+01].  Some examples of superimposed information are concordances, citation indexes, and genome maps. Superimposed-information researchers suggest that people need to create a new layer of knowledge abstraction, which is called the superimposed layer, to represent the conceptual model of knowledge. The representation of the superimposed layer is like an ontology. The superimposed information may contain references to selected information elements in real documents, which are referred to as the knowledge in the base layers. The references, from the semantic annotation point of view, are annotation information for real-world examples.
3. Status of Current Annotation Research for the Semantic Web
This section introduces current web semantic annotation research.  First, it surveys interactive annotation systems, and then it surveys automatic annotation systems.
3.1 Interactive Annotation

Interactive annotation lets humans interact through machine interfaces to annotate documents.  In general, manual annotation incurs the problems of inconsistency, error-proneness, and scalability.  Nevertheless, interactive annotation systems are still valuable for web semantic annotation. Compared to automatic systems, interactive annotation systems are easily implemented and can be used to accomplish small-scale annotation tasks and do experiments.  Interactive annotation systems can also help people build sample annotated corpora to do performance evaluations for automated annotation systems.

One representative interactive annotation system is Annotea [KKP+01].  Annotea is a W3C LEAD (Live Early Adoption and Demonstration) project under Semantic Web Advanced Development (SWAD). Annotea enhances collaboration via shared metadata based web annotations, bookmarks, and their combinations. The annotations in Annotea are comments, notes, explanations, or other types of external remarks that can be attached to any web document or a selected part of the document without actually needing to touch the document. The first client implementation of Annotea is W3C's Amaya editor/browser
. Other implemented clients are Annozilla
, which uses Annotea within Mozilla, and Snufkin
, which uses Annotea within Microsoft’s Internet Explorer.

Annotea uses an RDF
-based annotation schema for describing annotations as metadata and XPointer
 for locating the annotations in the annotated document. Annotea relies on an RDF schema as a kind of template that is filled by the annotator.  For instance, Annotea users may use a schema from Dublin Core and fill the author-slot of a particular document with a name.  Annotea stores the annotation metadata locally or in one or more annotation servers and is presented to the user by a client capable of understanding this metadata and capable of interacting with an annotation server with the HTTP service protocol. When users retrieve documents, they can also load the annotations attached to them from a selected annotation server or several servers and see what annotations their peers have provided.  Therefore, Annotea provides an open RDF infrastructure for shared web annotations.

Annotations of Annotea are restricted to attribute instances.  A user may decide to use complex RDF descriptions instead of simple strings for filling a template. However, Amaya provides no further help for filling in syntactically correct statements with proper references. Another problem with Annotea is that it does not support information extraction nor is it linked to an ontology server.  Hence, it is difficult for machines to process Annotea annotations. Because the annotations must be done by humans, Annotea is not suitable for large-scale semantic annotation.
Another classic interactive annotation system is the SHOE (Simple HTML Ontology Extensions) knowledge annotator [HH00], which was developed at the University of Maryland, College Park. The SHOE knowledge annotator is a Java program that allows users to mark-up web pages guided by the SHOE ontologies available locally or via a URL.  The SHOE system defines additional tags that can be embedded in the body of HTML pages.  One benefit of SHOE annotator is that marked up pages can be reasoned about by SHOE-aware tools such as SHOE Search. Although SHOE uses ontologies, it is tedious for humans to annotate web pages by looking at the ontologies because there is no automatic tool associated with it.  
3.2 Automatic Annotation

A common characteristic of automatic web semantic annotation is the use of ontologies to define formal semantics.  An ontology is a formal, explicit specification of a concep-tualization [Gru93].  There are basically two ways to automatically annotate web data.  One way is to automatically extract metadata and annotate web pages using the extracted metadata. This approach faces the long-time difficult problem of ontology generation, and, hence, very few researchers do annotation work in this way.  One representative example of this type of annotation is SCORE (Semantic Content Organization and Retrieval Engine) [SBA+02].  SCORE employs multiple metadata extractor agents to extract entities using regular-expression-based crawling rules from both semi-structured and unstructured texts.  It then applies both classification-based methods and knowledge-based methods to identify entity hierarchies and relationships.  Their experiments show that the system can achieve as high as near 90% accuracy for extracting correct metadata based on the Reuters-21578 text categorization dataset using as few as 320 training documents.
A more common approach for automatic web semantic annotation is to employ a pre-created ontology to guide an automatic annotation process, which is called ontology-driven automatic annotation.  By this simplification, people leave ontology creation as a separate problem and are able to focus on the task of semantic annotation itself.
Ont-O-Mat is the implementation of the S-CREAM (Semi-automatic CREAtion of Meta-data) framework proposed by AIFB (Institute of Applied Informatics and Formal Description Methods) at the University of Karlsruhe [HSC02].  S-CREAM is a frame-work that proposes both manual and semi-automatic annotation of web pages.  Ont-O-Mat adopts automated data extraction technique from Amilcare
, which is an adaptive IE (information extraction) system designed for supporting active annotation of documents.  Amilcare learner is based on (LP)2, a covering algorithm for supervised learning of IE rules based on Lazy-NLP (natural language processing). S-CREAM proposes a set of heuristics for post-processing and mapping of IE results to an ontology. Ont-O-Mat provides ways to access ontologies specified in a mark-up format, such as RDF and DAML+OIL
.  But there is only one ontology that can be accessed at one time. Ont-O-Mat can store pages annotated in DAML+OIL using OntoBroker
 as an annotation server. Ont-O-Mat stores the mark-up information in the web pages. It also provides crawlers that can search the web for annotated web pages to add to its internal knowledge base.    
MnM [VMD+02] is a semantic annotation approach similar to Ont-O-Mat. MnM was developed in the Open University of United Kingdom. It is an annotation tool which provides both automated and semi-automated support. MnM integrates a web browser with an ontology editor. In addition, to provide ways to access ontologies specified in a mark-up format (which is the same way as Ont-O-Mat does), MnM also provides open APIs, such as OKBC (Open Knowledge Base Connectivity), to link to ontology servers and for integrating IE tools. Furthermore, unlike Ont-O-Mat, MnM can handle multiple ontologies at the same time.  Beyond this, MnM shares almost all the other features as for Ont-O-Mat. As stated by the authors, the difference between the two systems is their philosophies.  While Ont-O-Mat adopts the philosophy that the mark-ups should be included as part of the resources, MnM stores their annotations both as mark-ups on a web page and as items in a knowledge base.
The KIM (Knowledge and Information Management) platform [KPT+04], developed by a Canadian-Bulgarian joint venture named Sirma Group, is a part of the SWAN (Semantic web ANnotator) project for DERI (Digital Enterprise Research Institute).  The KIM platform consists of a formal KIM ontology and a KIM knowledge base, a KIM Server (with an API for remote access or embedding), and front-ends that provide full access to the functionality of the KIM Server. The KIM ontology is a light-weight
 upper level ontology that defines the entity classes and relations of interest.  The authors chose RDF(S) as their ontology representation language. The KIM knowledge base contains the entity description information for annotation purposes.  During the annotation process, KIM employs an NLP IE technique, which is based on GATE
 (General Architecture of Text Engineering) to extract, index, and annotate data instances.  The KIM Server coordinates multiple units in the general platform.  The annotated information is stored inside the web pages.  KIM front-ends provide a browser plug-in so that people can view annotated information graphically through different highlighted colors in regular web browsers such as Microsoft’s Internet Explorer. 
Until now, the largest scale semantic tagging effort has been done by SemTag [DEG+03], developed at IBM Almaden Research Center.  Almaden’s researchers applied SemTag to annotate a collection of approximately 264 million web pages and generate approximately 434 million automatically disambiguated semantic tags, which are published on the web as a label bureau providing metadata regarding the 434 million annotations.  SemTag uses the TAP ontology [GM03] to define annotation classes. The TAP ontology is very similar in size and structure to the KIM ontology and knowledge base.  To overcome the disambiguation problem, SemTag uses a vector-space model to assign the correct ontological class or to determine that a concept does not correspond to a class in TAP.  The disambiguation is carried out by comparing the immediate context of a concept (10 words to the left and 10 to the right) to the contexts of instances in TAP with compatible aliases.  Fortunately, TAP does not have many entities that share the same alias, which makes the task of disambiguation easier. The SemTag system is implemented on a high-performance parallel architecture, where each node annotates about 200 documents per second.  The authors of [DEG+03] reported that the correctness of annotation is about 80% when they used 24 internal nodes. The authors did not mention what the annotated format is and how the annotated information is stored.
Researchers at Stony Brook University used structural analysis to analyze the DOM (Document Object Model) tree of HTML files [MYR03].  Using an automatic semantic partitioning algorithm, the authors tried to separate potential multiple records inside content-rich HTML documents, especially for the news domain.  The purpose of their annotation task was to annotate separated records with hierarchical headlines.  Strictly speaking, their approach is more of an entity categorization problem than a standard semantic annotation problem because they do not consider relationships among different headline categories.  
The last automatic web semantic annotation approach is different from all those introduced so far.  The RoadRunner Labeller [ACMM03] proposes a semantic annotator that combines an image recognition method with the original RoadRunner data-extraction engine [CMM01], which is also proposed by the same group of researchers.  The RoadRunner data-extraction engine produces fully automatically generated wrappers that can extract data from auto-generated web pages from some large web sites.  But the problem with these wrappers is that their extraction fields are unlabeled.  The data-extraction engine requires users to manually specify the names of extraction fields, while the semantic annotation labeller automatically assigns label names of those fields by using an image recognition method to find the unchanged context around the extraction fields.  They use an unchanged context string as the name for semantic labels.  Their approach is based on the assumption that people usually specify the generally understandable semantic labels around target instances.  One critical problem with their approach is the specification of the semantic meanings of labels.  They may find a reasonably good name for a semantic label, but they still do not know what it means and how it can be mapped to an ontology. As stated by the authors, the next step of their research is to find ways to associate their techniques with ontologies.
4. Related Research Fields

As we have seen in Section 3, web semantic annotation research is closely related with many other research areas.  This section discusses those fields and states how they relate to web semantic annotation research.  The fields discussed include the semantic web, information extraction, ontology related topics, conceptual modeling, description logics, and web services.
4.1 Semantic Web
The reason for semantic annotation is to enable the dream of the semantic web. The term semantic web was first introduced in Tim Berners-Lee’s 1999 book Weaving the Web [Ber99]. The year 1999 thus marked the birth year of the semantic web. Another milestone publication for the semantic web is [BHL01]. From the year 2001 to now, the idea of the semantic web has become more and more accepted by academic researchers, industrial inventors, and even many other people without any computer science background. The purpose of the semantic web is to make the web machine understandable. In general, there are three levels of knowledge encapsulation for the semantic web. The first level encapsulates syntactic information about knowledge using XML and RDF(S). The second level encapsulates semantic information about knowledge using ontologies, through ontology languages such as OWL. The third level uses reason-ing and security techniques to provide ways of manipulating and protecting knowledge.
4.2 Information Extraction

Another closely related field is the study of information extraction (IE), especially web data extraction.  As we have seen in Section 3, many web semantic annotation approaches use some sort of IE technique.  [LRS+02] is the latest survey of web data-extraction tools.  The survey presents six different categories of tools. 
1. Wrapper languages. Wrapper languages provide a formal interpretation for defining extraction patterns.  Since wrapper languages are hard to design and usually require people to manually write specific wrappers for an extraction task, there are no current annotation systems that use this IE technique. We, as well, do not think it is a good way to do web semantic annotation. 
2. HTML-aware tools. These tools depend heavily on structural analysis of HTML pages.  Structural analysis can either be DOM tree analysis [MYR03], or structural similarity comparisons [AKM+03]. The good thing about this type of IE technique is that it may achieve the highest degree of automation over all other types of IE techniques. This feature is very good for automating web semantic annotation processes.  However, when HTML-aware tools automatically find data instances, they do not know the semantic meaning of those instances. Hence these techniques require a complicated semantic labeler to accomplish the final semantic annotation task.    

3. NLP-based tools.  Basically, these tools apply NLP techniques to extract data from unstructured text.  In Section 2 we have mentioned three web annotators, Ont-O-Mat [HSC02], MnM [VMD+02], and the KIM platform [KPT+04], that use NLP techniques in their work. But pure NLP-based IE tools are not suitable for web annotation tasks because web pages are either mostly structured or mostly semi-structured.  Despite this observation, some NLP techniques are still valuable for annotation tasks with unstructured web pages, e.g. the web pages in the news domain. All three of the NLP web annotators use some sort of combination of NLP techniques and inductive machine learning techniques, which is the fourth type of IE tool.  
4. ILP-based tools. These ILP (Inductive Learning Processing) IE tools use a training corpus to find common patterns of extracted objects through inductive machine learning processes. Combining ILP methods with NLP methods is good for both data extraction tasks and semantic annotation tasks. There are two reasons.  First, many data extraction/annotation patterns are represented in regular expressions. NLP techniques make good use of those regular expressions, while ILP techniques help to find and generate those regular expressions.  Second, especially for semantic annotation tasks, ILP techniques can easily associate ontological definitions of objects with the learning patterns, which is hard for pure NLP techniques to do.
5. Modeling-based tools. These tools are basically supervised learners that let people specify the whole extraction model through training documents either manually or semi-automatically. As with all supervised learning, there is an interactive interface that people can use to specify their expectations. This type of technique is very useful for annotation tasks, especially for manual annotation purposes. Although there are no publications showing that any of the modeling-based IE researchers have converted their work for annotation purposes, the migration appears to be straightforward. The drawback of this type of annotation approach is that it may need too much human involvement to both specify the text areas and map the specified areas to the corresponding ontologies.  Therefore, the scalability of this type of semantic annotation approach is probably low.

6. Ontology-based tools. [ECJ+99] uses pre-constructed ontologies to extract data instances.  Though some researchers argue that it is too complicated of an approach for data extraction tasks because of the difficulty of manual construction of ontologies, this IE method matches very well with web semantic annotation requirements. The difference between a semantic annotation task and a data extraction task is that the former always requires ontologies while the latter does not. Therefore, manual construction of ontologies is no longer a problem for ontology-based IE tools. Furthermore, ontology-based IE tools solve the problem of associating data extraction rules with ontologies, which is a common problem of many current annotation systems.  
4.3 Ontology Related Topics

From what we have already discussed, it should be clear that ontology study is definitely a main issue for semantic annotation research. The study of ontologies, however, is very broad and covers many research areas. For semantic annotation, these include ontology languages, ontology generation, ontology enrichment, ontology population, ontology mapping, and ontology merging.
Historically there have been many ontology languages. With the emergence of the semantic web, the W3C community planned to design a new ontology language just for the semantic web.  On February 4th of 2004, it finally reached an agreement that OWL
 (Web Ontology Language) would become the W3C recommended standard. The single most important property of a web ontology language is that it must have a well defined formal semantics. Ontologies are intended to capture knowledge about the world, or some part of it, and the problem is how to represent the knowledge. One very natural approach is to divide the world up into classes of objects with common properties, identifying some classes as specializations of others, inheriting all of the properties of the more general class and (possibly) adding new properties of their own. This methodology has been studied since the time of Aristotle and can be seen in many modern applications. This methodology is then formalized to give well defined semantics as the base of web ontology languages. In addition, people want to add more features to be able to check whether descriptions are logically consistent, to compute class generalization/specia-lization relationships, and to infer from the description of an individual whether it is a member of a given class. Without some ability to exploit the semantics in these ways, a web ontology language cannot fully provide machine readable forms. OWL is a machine readable web ontology language that is powerful enough to capture “most” desired information, while still being simple enough to allow agents to perform inferences based on the facts at their disposal at any particular moment.
Traditionally, people write ontologies manually, sometimes with the help of graphical user interfaces. But ideally, people still seek ways to automate the ontology generation process. [DF02a] is the most recent survey of automatic ontology generation methods. In general, we can divide the ontology generation problem into three sub-problems: upper-level ontology generation, domain ontology generation, and instance ontology generation. 
The methods used to automatically generate these three levels are different. There are almost no ways to fully automate upper-level ontology generation. Since upper-level ontologies represent the most general and abstract concepts, the difficulty of inputting this abstract information to machines equals the difficulty of manual creation.  
For domain ontologies, there are two ways of automatic generation. One way uses an upper-level ontology as the backbone, which is enriched with machine-understandable domain specifications.  The other way uses inductive machine learning techniques to derive abstractions from selected training sources. The learned ontology is pruned by formal domain specifications. [SBA+02] used the latter way to automatically create metadata. Though usually easier than manual domain ontology creation, people still need to manually generate formal domain specifications. 
Although domain-ontology generation is only semi-automatic, it is possible to fully automate instance ontology generation.  Each instance ontology describes a real-world instantiation of a domain ontology. When provided with a domain ontology, data extraction techniques can be used to automatically find data instances from the source documents; and this is exactly what an ontology-driven semantic annotation process does.
Another related research field is ontology enrichment, which asks people to add new concepts and relationships, instead of instances only, to an existing ontology. [PGF04] presents a method to facilitate the evaluation and enrichment of domain ontologies for environmental science using a text-mining approach. The system uses certain text mining techniques to automatically extract groups of related terms/concepts from domain specific texts and glossaries/dictionaries.  A domain expert ontology engineer uses these groups to enrich and evaluate an existing ontology.
Ontology mapping and merging are important for large-scale applications. Building large-scale ontologies is costly, and manipulating them is also much harder than handling small-scale ontologies. People typically want to build only small-scale ontologies and use them to generate large-scale ontologies. Through composition, one can benefit from only having to handle small-scale ontologies and be able to combine them to build large-scale ontologies. Combining requires mapping and merging. Ontology mapping creates links among small-scale ontologies, while ontology merging fuses small-scale ontologies into a large-scale ontology. [DF02b] is a highly cited survey of recent ontology mapping and merging research. From [DF02b], we can see that there are still many problems remaining for current ontology mapping and merging studies.  
4.4 Conceptual Modeling 
The research on conceptual modeling is an old, but very important topic in the database area. One major function of conceptual modeling is that it helps humans to recognize real-world concepts in formalized representations, through which machines can straight-forwardly process these concepts. In this sense, we may say that ontology modeling is also a type of conceptual modeling.

The most important and influential paper in this field is [Che76], which proposed the ER (Entity-Relationship) Model. An ER diagram represents concepts, relationships among the concepts, and also functional constraints if applicable. ER modeling serves as the foundation of many systems analysis and design methodologies, computer-aided software engineering tools, and repository systems. The ER model influenced many later
conceptual models, including the OSM model that is the basis of our
ontology-based data-extraction research. 
4.5 Logic Languages 
Both ontologies and conceptual models can be seen as types of knowledge representations. However, to make these knowledge representations work, there must be a formal foundation underneath. The most widely used formal foundation is first-order logic [Smu95]. The basic elements of the representation are characterized as unary predicates, denoting sets of individuals, and n-ary predicates, denoting relationships between individuals. A logic foundation can provide reasoning procedures that are sound and complete with respect to the semantics. The problem of using first-order logic, however, is its computational complexity and the lack of decidability.

[BL85] made an important observation about the use of the first-order logic, namely, that different features of the representation language would lead to different fragments of first-order logic. The most important consequence of this fact is the recognition that the typical forms of reasoning used in structure-based representations could be accomplished by specialized reasoning techniques, without necessarily requiring full, first-order logic theorem provers. Reasoning in different fragments of first-order logic leads to computational problems of differing complexity. Description Logics is a family of knowledge representation formalisms that reflects a fragment of first-order logic.
[BL85] first introduced the idea of description logics.  Description logics allow specifying a terminological hierarchy using a restricted set of first order formulas. They usually have nice computational properties (often decidable and tractable), but the inference services are restricted to classification and subsumption. That means, given formulas describing a class, the classifier associated with a certain description logic will place them inside a hierarchy, and given an instance description, the classifier will determine the most specific classes to which the particular instance belongs. 
Many communities are now interested in description logics, most notably the database community and, more recently, the semantic web community. Description logics have been the foundation of the new web ontology languages, for instance, OWL.
4.6 Web Services
The study of web services is reported to be the hottest research area in the last two years over all computer science research areas. The milestone is in the year 1998, when five major vendors (IBM, Microsoft, Oracle, HP, and Sun) agreed to support four major web service standards: XML, SOAP (Simple Object Access Protocol), WSDL (web Service Description Language), and UDDI (Universal Description, Discovery, and Integration).  [Bro03], however, warns that the simple standards of web services provide “very little of what is need for a scalable, safe, reliable solution for the execution of web services over large networks.”  An even deeper challenge, also stated by [Bro03], is the semantic understanding of web services. Therefore, developing web service annotation techniques is another real challenge for both web service and semantic annotation researchers.
Moreover, to enable the dream of the semantic web, it seems that web annotation cannot be avoided. This means that every future semantic web page will need to be a semantically annotated web page.  Otherwise, it may not be usable by semantic web search engines.  It is not possible for everyone to write an ontology, nor is it possible for everyone to annotate a newly created page using some set of terms from existing ontologies. Thus, another type of web service, namely web services for semantic annotation, will be necessary. 
5. Summary and Future Challenges
As we have discussed in this background study, semantic web annotation is an open and exciting research field. Some researchers have already started their work in this area, but there are still many open problems. One major problem is to directly apply domain ontologies to do annotation.  This solution requires semantic annotation tools using an ontology-based IE engine, which has not been done before.
Another challenge is the problem of concept disambiguation. Many concepts have overlapping semantics. It is not easy to correctly recognize all of them according to a given ontology.  At the same time, in order to represent annotation results in a way that is convenient to process and straightforward to check, we need to represent them not only in ontologies, but also in ontologies with self-contained concept recognition semantics.  All these challenges force us to study issues about how to represent semantics and perform concept recognition in ontologies. 
Ontology-driven semantic annotation tools assume pre-constructed domain ontologies. But in many cases, there are no useful ontologies for pages of interest.  Therefore, automatic ontology construction according to a user’s expectation is still a key issue to enable generic annotation tools.

Finally, scalability is always an important issue for every web-oriented problem. Semantic annotation systems usually have two scalability issues the number of web pages and the size of ontologies. Both of them are difficult. The large number of web pages brings us not only the issue of processing time, but also the diversity of current web pages.  The diverse nature of web pages worsens the already hard-enough heterogonous data processing problems. As for ontology size, we have explained that the creation of large-scale ontologies is very hard. If we, on the other hand, only build small-scale ontologies, we then must face the problems of ontology mapping and merging.  
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